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Selection of refinement models
• Initial suggestions from Andriy Kryshtafovych

• usually best server model, < 200 residues, room for 
improvement

• Online discussion of suitability, exact definition 
of boundaries, information to be provided to 
predictors
• internal symmetry, presence of bound metal or other 

ligand



Evaluation criteria
• Refinement ranking score from CASP12
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• Other scores
• molecular replacement LLG, clash score, torsion 

angle deviations…



Justification of ranking scores
• Comparison with TBM
• Refinement score in CASP12 was optimized to 

predict manual assessment ranking
• check whether change from CASP10/11 affects 

ranking
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Compare with TBM ranking score
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Stability of ranking
• Same top 4-7 appear in the same order with 

different scores and weightings
• except for ASE, as some groups did not submit error 

estimates for refinement models



Predictor CASP12 scores and original 
target difficulty



Methods used by top groups
• Baker

• Baker-Autorefine plus human intervention
• Feiglab

• iterative MD simulations with flat-bottomed restraint to 
start model

• Baker-Autorefine
• iterative model hybridization
• restrain to start model if GDT-HA>50

• Seok-server, Seok
• physics-based perturbation of start model and template 

hybridization



Progress?
• Progress is difficult to evaluate

• global statistics depend on who enters
• as TBM gets better, less room for improvement

• where TBM still fails, are the complications more severe?
• refinement targets come from structures that are 

getting progressively bigger and more complicated
• 3 targets: single domain of monomer
• 14 targets: compact domain from larger structure, possibly 

multimer
• 12 targets: domain for which conformation is likely to 

depend on contacts with its environment

“easy”

“hard”



R0989-D1: “hard” target for which 
structural context is important 
• Model is a “domain” of a 

monomer
• Protein is a trimer

• N-terminal segment of D1 only 
makes sense as a trimer

• identifiable templates are trimers, 
but differ in N-terminus



R0989-D1: close-up



Progress?  Percentage of models 
improved by top groups

Modi & Dunbrack, 2016



Progress? Overall percentage of 
improved models

* Hovan et al., 2018

*
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Value added to starting model
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Improvement in refinement exercise
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Complementarity of methods?
(Baker vs. Baker)
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Default vs. pure-torsion ranking
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Default vs geometric quality rankings
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Geometric quality-based rankings
(including torsions)
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Geometric quality-based rankings
(including torsions)

Starting
models

86 = Baker
425 = Baker-Autorefine
356 = Feiglab
156 = Seok-server
68 = Seok
390 = Bhattacharya
102 = Bhattacharya-server
4 = Yasara



Value-added metrics for R0981-D4
(FM target)



Value added to starting model: 
R0981-D4 (FM target)



Refinement improvements in R0981-D4
R0981-D4: starting model from Baker-RosettaServer
Baker best model Feiglab best model



Refinement of R0981-D4
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Correlation with MR tests
• Much more overlap in top groups than in TBM 

category
• except for effect on MR of error weighting in AWSEM

• Refinement improved details of models detected 
by torsion deviations

• Correlates with extent of value added for MR



Questions for future CASPs
• Should refinement groups be told the GDT-HA 

value of the starting model?
• Should the starting model (almost) always be 

the best server model?
• Should the evaluation focus much more 

explicitly on the details of the model?
• Can deep learning improve refinement?
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